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Abstract. The goal of Clinical Decision Support(CDS)  is to help physicians find aca-

demic papers in PubMed, and link medical records to information relevant for patient 

care. Participants attending the track have access to a data collection which is a snapshot 

of 1.25 million articles from PubMed Central（PMC）and a set of 30 topics which are 

EHR admission notes curated by physicians in the real condition from the MIMIC-III 

data. Our CDS systems are based on Indri toolkit, using Continuous Space Word Vec-

tors expanding the queries. The 2015 topics and results are used to train the re-rank 

model, using the LambdaMART rank algorithms. The evaluation of run submissions 

are used partially marked results which is a promising methodologies. 
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1 Introduction  

According to the various requirements of end users, medical information retrieval can be 

categorized into three groups depending on the end users: searching from physicians, search-

ing from members of the general public (patients and their relatives) and searching from 

radiologists (a subset of physicians for which search in images) [1]. CLEF organizes patient-

centered information retrieval, which is concentrating more on general public’s medical in-

formation seeking needs when searching content on the web [2], while TREC organizes Clin-

ical Decision Support paying more attention on physician’s information needs [3]. 

 

Clinical Decision Support(CDS) is run for the third time in 2016. It aims to link medical 

records to information relevant for patient care and help physicians finding necessary infor-

mation in medical research literature. The topics are admission notes extracted from MIMIC-

III, which is the real data generated by clinicians and different from the synthetic cases used 

in previous years, which is more representative of the physician’s search in real situation. 

 

The rest of this paper is organized as follows. Section 2 presents the data collection used in 

this track. Section 3 presents the method used to solve the task in CDS system. The experi-

mental results are described in Section 4. Conclusions are summarized and discussed in Sec-

tion 5. 

2 Data 

2.1 Document collection 

Document collection for Clinical Decision Support Task is the Open Access Subset of Pub-

Med Central (PMC1), which is an online digital database of freely available full-text bio-

medical literature. Unlike last years’ collection, this collection is a new snapshot of the PMC 

which contains 1.25 million articles. Each article is represented as an NXML file and is iden-

tified by a unique number. 

                                                           
1 http://www.ncbi.nlm.nih.gov/pmc/ 
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2.2 Topics 

The topics for the track are EHR admission notes curated by physicians from the MIMIC-III 

data. Each topic belongs to a generic clinical question types (diagnosis, test, treatment) and 

includes three versions of the patient records (notes, description, summary). There are to 30 

topics in total, and an example is shown in Figure 1. Participants could submit five retrieval 

results and must utilize the “notes” patient records in one of the retrieval results. 

 

Figure 1 Example of topic 

3 Method 

3.1 Framework of our system 

Figure 2 illustrates the framework of the CDS retrieval system. Because the verboseness of 

the topics, first step was to simplify the topics and remove the useless words. Then Continu-

ous Space Word Vectors [4] method were applied to expand queries.  

 

Indri is used to index our documents with root form achieved by Porter stemming and stop-

words removed from documents in the process. Two indices are generated, named as in-

dex_nxml and index_txt. For index_nxml, only "abstract”, “title" and "body" field of Pub-

Med documents are used. For index_txt, the nxml2txt2 tool, which transfers nxml format 

into .txt, pre-process the PubMed documents before indexing. 

 

The topics process with the same stemmer and stop-words. Our system use the Indri Lan-

guage Model, TFIDF and BM25 to get base results. For run4 and run3, LambdaMART [5] are 

used to re-rank the results. For run2 and run5, after simplifying the “notes” or “summaries” 

to get the initial queries, we use the Continuous Space Word Vectors3 expand the queries. 

Continuous Space Word Vectors is obtained by applying Word2Vec to a corpus of 

10,876,004 English abstracts of biomedical articles from PubMed. The resulting vectors has 

1,701,632 distinct words(types). Finally, using the expanded queries search the documents 

to get the retrieval results. 

 

Fig. 2. Framework of our retrieval system 

                                                           
2 https://github.com/spyysalo/nxml2txt 
3 http://bioasq.org/news/bioasq-releases-continuous-space-word-vectors-obtained-applying-word2vec-

pubmed-abstracts 
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3.2 Learning-to-rank Algorithm 

In CDS 2014 &2015, there are some teams using learning-to-rank algorithm to re-rank the 

results. The Michigan team [6] used Random Forest to re-rank their results, GRIUM [7] re-

ranked their result based on SVM algorithm and HIT-WI [8] re-ranked the result based on 

cooccurrence network. In our CDS system, LambdaMART rank algorithms is applied to re-

rank the results. 

 

Feature Extraction. For each document-query pair, the rank and weighting score are extracted 

as features. These two features are got from BM25, TFIDF and LM model separately in both 

two indices, index_txt and index_nxml. So, 12 features are obtained in our learning-to-rank 

model. In this way, we can utilize the advantage of different retrieval models.  

 

Model Training. The training data generated from the 2015 topics and run results. We ex-

tracted the features from the results to construct the training data collection. 

 

Re-rank results. Firstly, all 12 features are obtained from retrieval results using BM25, TFIDF 

and LM in both two indices. Secondly, we construct the predicting data and utilize the model 

to grade the input results. Finally, rank the results by their new scores to get final run sub-

mission. 

 

3.3 Summary of runs 

As table 1 shows, we summarize the differences and similarities among our five runs to com-

pare different methods to find out the best way for CDS. 

 

Table 1 summary of 5 runs’ method 

 

No. Field 
Pre-pro-

cess 
Index 

Mode

l 

Re-

rank 

Query 

Expand 

WHUIR-

Group1 
notes 

nxml2txt 

tools pro-

cess the 

PubMed 

docu-

ments 

index_txt LM × × 

WHUIR-

Group4 
notes Same as 1 

index _txt&in-

dex_nxml 

LM 

BM2

5 

TFID

F 

q-d‘s 

score 

and 

rank 

posi-

tion 

× 

WHUIR-

Group5 
notes × index_txt LM  × 

word2v

ec  

WHUIR-

Group2 
summaries × index_nxml LM × 

word2v

ec  

WHUIR-

Group3 
summaries Same as 1 

index _txt&in-

dex_nxml 

Same 

as 4 

Same 

as 4 
× 

 

4 Experiments and results 

In CDS 2016, participants may submit a maximum of five run submissions. At least, one of 

the five run submissions must utilize the “notes” information which is new in this year topic. 

Each run consists of a ranked list of up to 1000 documents’ PMCID, using the standard 

trec_eval format. 
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The evaluation metrics used for the CDS are infAP, infNDCG, R-prec and P@10. The judg-

ment sets were created from the highest ranked articles for each topic submitted by the par-

ticipants and judged by medical librarians and physicians trained in medical informatics. 

 

All the run submissions reported in this work were obtained using Indri [9] toolkit. Table 2 

and Table 3 separately present our official result for using notes and summaries. 

 

 According to Table 2 and Table 3, the best and median results using “summaries” are better 

than “notes”. “Summaries” consists just 1-2 sentence summary of the description. It is dif-

ferent from the “note” which has much verbose information. This may lead “summaries” 

results better than “notes”. It is also affect our run submissions.  

 

Comparing between WHUIRGroup2 and WHUIRGroup3 results, the learning-to-rank 

method have an increase when using “summaries”. But the learning-to-rank method have a 

decrease when using “notes” 

 

Table 2 WHUIRGroup-result using notes 

 

No. infAP infNDCG R-prec P10 

Best  0.0599 0.3302 0.1993 0.51 

Median 0.0098 0.1227 0.0791 0.1833 

WHUIRGroup1 0.0104 0.119 0.0869 0.17 

WHUIRGroup4 0.0052 0.0778 0.0435 0.1633 

WHUIRGroup5 0.005 0.0748 0.0309 0.14 

 

Table3 WHUIRGroup-result using summaries 

 

No. infAP infNDCG R-prec P10 

Best  0.08685 0.43767 0.25535 0.63 

Median 0.01959 0.18589 0.12197 0.2633 

WHUIRGroup2 0.0068 0.0981 0.0489 0.1467 

WHUIRGroup3 0.0179 0.1654 0.0989 0.2233 

 

In table 4, we show the different types of topics using notes’ best performance. From the 

table, we find that different types perform best in different evaluation metrics. UWM-UO 

also discussed the different among the types [10]. 

Table 4 Different Types of topics using notes’ best performance 

 

No. infAP infNDCG R-prec P10 

all-best  0.0599 0.3302 0.1993 0.51 

diagnosis-best 0.05372 0.28011 0.19569 0.47 

test-best 0.03435 0.31848 0.1782 0.54 

treatment-best 0.05893 0.3283 0.19857 0.5096 

 

For the 30 topics, WHUIRGroup1 generated results with the highest scores in evaluation 

metrics of infAP, infNDCG, R-prec and P@10 among using notes runs. WHUIRGroup3 

generated results with the highest scores among using summaries runs. 

mailto:P@10.The
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Figure 2 infNDCG scores by using notes as queries 

 

 

Figure 3 p@10 scores by using notes as queries 

 

 

Figure 4 infNDCG scores by using summaries as queries 
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Figure 5 p@10 scores by using summaries as queries 

5 Conclusions  

This paper describes the participation of WHUIRGroup in the TREC 2016 Clinical Decision 

Support track. Our best runs outperformed the median 43% among the total 30 topics. Com-

paring the retrieval results between using “summaries” and “notes” versions of the patient 

records as queries, the “summaries” performs better. In the future, we will consider the dif-

ferent versions of patient records. Additionally, various types of topics have different perfor-

mance, we should apply different retrieval system according the type of the topics. This in-

formation could be utilized to help to improve health information retrieval . 
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